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Abstract

Determining the appropriate gene for phylogeny reconstruction can be a difficult process. Rapidly evolving genes tend to resolve recent relationships, but suffer from alignment issues and increased homoplasy among distantly related species. Conversely, slowly evolving genes generally perform best for deeper relationships, but lack sufficient variation to resolve recent relationships. We determine the relationship between sequence divergence and Bayesian phylogenetic reconstruction ability using both natural and simulated datasets. The natural data are based on 28 well-supported relationships within the subphylum Vertebrata. Sequences of 12 genes were acquired and Bayesian analyses were used to determine phylogenetic support for correct relationships. Simulated datasets were designed to determine whether an optimal range of sequence divergence exists across extreme phylogenetic conditions. Across all genes we found that an optimal range of divergence for resolving the correct relationships does exist, although this level of divergence expectedly depends on the distance metric. Simulated datasets show that an optimal range of sequence divergence exists across diverse topologies and models of evolution. We determine that a simple to measure property of genetic sequences (genetic distance) is related to phylogenic reconstruction ability in Bayesian analyses. This information should be useful for selecting the most informative gene to resolve any relationships, especially those that are difficult to resolve, as well as minimizing both cost and confounding information during project design.

1. Introduction

Phylogenetic reconstruction requires choosing character sets (e.g. genes, gene fragments, genome characteristics) that are appropriate for the proposed question based on their availability, cost, expected efficacy, and tractability (Hillis et al., 1996; Meyer, 1994). A plethora of newly available genomic characters (microsatellites, AFLPs, SINES, LINEs, nucleotides, etc.) are widely used (Avise and Saunders, 1984; Hillis, 1999; Murata et al., 1993; Richard and Thorpe, 2001; Vos et al., 1995). While our knowledge of molecular evolution has highlighted instances where specific molecular characters are appropriate for specific analyses, there are also situations for which the same molecular character sets are inappropriate (Graybeal, 1993; Vekemans et al., 2002). Although generally well known, only recently have researchers begun to explore these issues in more detail (Collins et al., 2005; Lemmon and Moriarty, 2004; Nylander et al., 2004; Ripplinger and Sullivan, 2008; Rokas and Carroll, 2005; Seo and Kishino, 2008; Sullivan et al., 2004; Vekemans et al., 2002).

For example, Rokas et al. (2003) used complete genomes of seven species of yeast to demonstrate that a large number of randomly chosen genes (greater than 20) is required to recover the correct tree using parsimony and maximum likelihood. However, Collins et al. (2005) noted that non-stationary genes (i.e. relatively equal nucleotide frequencies) were included in their analyses and proposed that restricting the analysis to genes that are stationary would better meet the assumptions of current phylogenetic methods. They showed that excluding non-stationary genes from the analysis substantially reduced the number of randomly chosen genes needed to recover the correct topology to roughly eight. Rodriguez-Ezepeleta et al. (2007) reached a similar conclusion and reported that removing fast-evolving positions reduced systematic error for parsimony, maximum likelihood, and Bayesian methods. Townsend (2007) demonstrated theoretically that an optimal rate of change per unit time exists using the four taxon case, but the need for estimated times and lack of description of an informative range makes its implementation difficult.

Rate of molecular evolution within and among genes is a simple characteristic of a dataset that may affect phylogenetic performance. In the case of rapidly evolving sequences, alignment and determination of character homology may be difficult or impossible (Blouin et al., 1998; Lopez et al., 1999; Xia et al., 2003). For intraspe-
cific analyses, many mitochondrial genes, as well as nuclear markers such as microsatellites and AFLPs, usually provide phylogenetic signal without saturation (Berendzen et al., 2003; Creer et al., 2004; Dawson, 2001; Downie, 2004; Koopman, 2005; Vekemans et al., 2002). For slowly evolving sequences, the number of variable sites (and therefore the number of informative sites) will be low and incomplete lineage sorting of ancestral polymorphisms may obscure relationships (Maddison, 1997; Maddison and Knowles, 2006; Takahashi et al., 2001). Deeper relationships require more slowly evolving genes (e.g. nuclear ribosomal genes) to recover the correct topology (Avise, 2000; Hare, 2001; Palumbi et al., 2001). However, the same genes may evolve at different absolute rates across lineages, so a taxonomic consideration is important. For example, cytochrome oxidase I may be the fastest evolving mitochondrial gene in some lineages, while NADH-II may be the fastest in others (Kumazawa et al., 2004; Mueller, 2006).

Although numerous solutions to the problem of insufficient or excessive divergence have been proposed, they only partially address the issue. If a sequence region is not variable enough, a larger fragment may be sequenced, or another gene added to the analysis. While this increases the number of characters, incomplete lineage sorting of ancestral polymorphisms may remain a problem. If a gene is protein coding and too variable, use of amino acid sequence, down-weighting of saturated positions (site-stripping), or omission of third codon positions from the analysis are options (Ketmaier et al., 2006; Morgan and Blair, 1998; Pratt et al., 2009; Ros and Breeuwer, 2007). Removing introns if they are present can also reduce excessive homoplasy. These approaches decrease homoplasy that occurs due to high sequence divergence, but simultaneously lessen the number of potentially informative characters and may not resolve alignment issues. Unfortunately, it rarely can be determined if a gene will suffer from homoplasy, incomplete lineage sorting, or non-stationarity before the ingroup has been thoroughly sampled. Therefore, a particular question requires the researcher to know a priori which genes at their disposal are appropriately variable. Ranwez et al. (2007) developed an algorithm that screens the genomes of species and locates genes that have the highest predicted phylogenetic utility based on stationarity, homogeneous site variability, and evolutionary rate. Unfortunately, while their parameters for determining stationarity and homogeneous site variability are well justified, their required choice of an arbitrary evolutionary rate (branch lengths depicting >2 substitutions per site when calculated with uncorrected pairwise distances on an NJ tree) limits the programs efficacy. One goal of this research is to provide such search algorithms with a better justified range of sequence divergence.

Sequence divergence is the direct result of nucleotide substitution, which occurs according to the properties of specific genes (invariable sites and transition/transversion ratio due to selection) and genomic environment (nucleotide and amino acid bias). Despite the variation in how genes accumulate nucleotide substitutions, this approach has proved useful in past analyses. For the mitochondrial cytochrome b gene, it was estimated sequences become saturated and uninformative at 15–20% uncorrected divergence in bufonid frogs using variably weighted parsimony (Graybeal, 1993). Yang (1998) also suggested a 15–20% uncorrected sequence divergence using a simulated dataset with a four taxon tree and parsimony. The last 15 years, though, have brought about the innovation and tractability of many computationally intensive methods; these include maximum likelihood analyses, Bayesian analyses, increasingly complex (more realistic) models of molecular evolution, and programs that can partition datasets (e.g. codon position). Therefore, there is a need for research that takes advantage of these powerful new techniques and incorporates widespread taxonomic sampling to determine how phylogenetic reconstruction ability is affected by differing levels of sequence divergence.

Here, we determine whether there exists an optimal range of sequence divergence with broad applicability across taxa and divergence times. Specifically, we determine if researchers should aim for a particular range of sequence divergence during phylogenetic analysis planning so as to maximize the probability of recovering the correct topology. Our goals are to (1) identify (if possible) a global range of sequence divergence that maximally recovers the correct topology and (2) determine whether different types of genes (mitochondrial or nuclear, protein encoding or ribosomal) exhibit specific ranges of divergence for optimal phylogenetic reconstruction. We use a well-corroborated phylogeny (that we treat as “known” for the purpose of analyses) and compare the trees recovered from 12 genes using Bayesian methods to the assumed true topology to determine at what levels of sequence divergence phylogenetic methods most often recover the correct topology. We also used simulations to test whether a relationship between sequence divergence and phylogenetic reconstruction ability exists across different topologies and models of evolution. Additionally, we test whether intrinsic properties of the trees (branch lengths and unequal rates of sequence evolution across taxa) affect node support.

2. Materials and methods

2.1. Natural datasets

For our model phylogeny we started with the “known” phylogeny presented in Russo et al. (1996) and added taxa based on sequence availability and strength of relationship support (Fig. 1). We followed the phylogenetic relationships presented in multiple independent analyses (citations below refer to support for each relationship) using multiple types of character sets. Within mammals, the whales in the Russo et al. tree were reduced to one taxonomic unit and five OTUs were added from the following lineages; Canidae (Node 23), Felidae (two taxa; Node 24), Marsupialia (Node 18), and Primata (Node 20) (Douady and Douzery, 2003; HUDelot et al., 2003; Lin et al., 2002; Liu et al., 2001; Murphy et al., 2001; Phillips and Penny, 2003; Prasad et al., 2008; Waddell and Shelley, 2003). We added Crocodilia (Node 17) and Squamata (three taxa; Node 15 and 16) to the lineage represented by chickens in the Russo et al. tree (Cao et al., 2000; Cotton and Page, 2002; Hedges and Poling, 1999). Sister to the Reptilia (Node 14) and Mammalia (Node 18) (i.e. Amniota (Node 13)) are Amphibia (Node 7), which were divided into Anura (three taxa; Node 11) and Caudata (four taxa; Node 8). Within Caudata, two Plethodon salamanders (Node 10) are sister to Eurycea (Node 9) which collectively are sister to Ambystomatidae; within Anura, Xenopus (Node 11) is sister to the Buiufonidae–Ranidae clade (Node 12) (Chippindale et al., 2004; Frost et al., 2006; Hugall et al., 2007; Min et al., 2005; Mueller et al., 2004). Collectively, Tetrapoda (Node 6) is sister to the Teleostei (Node 2), which are represented by five taxa; Cyprinidae, Salmonidae (two taxa; Node 5), and Terradontidae (two taxa; Node 4) (Cotton and Page, 2002; Mank et al., 2005; Miyata et al., 2003). Chondrichthyae (Mustelus manazo) and Cephalochordata (Brachistostoma japonicum) were used as outgroups. Details on specific sequences can be found in Appendix A. While we acknowledge that the phylogeny is not known precisely, we think that the multiple lines of evidence cited above strongly support the phylogenetic relationships presented. A copy of the aligned, concatenated matrix is available through TreeBASE (http://purl.org/phylo/treebase/phylows/study/TB2:510500).

2.2. Simulated datasets

All simulated datasets were created using Mesquite 2.6 (Maddison and Maddison, 2009). Parameter values for the simulated datasets were estimated from a total evidence analysis of the nat-
ural datasets. These include: nucleotide frequency \((A = 0.3473, C = 0.2812, G = 0.1516, T = 0.2199)\), proportion of invariable sites \((0.317)\), GTR rate matrix \((A-C = 1.66, A-G = 3.51, A-T = 2.21, C-G = 0.67, C-T = 12.06)\), and gamma distribution of site rate variability \((0.57)\). In addition, rate variability among codon positions was defined as the datasets average evolutionary rate multiplied by 0.49, 0.27, and 2.21 for first, second, and third positions, respectively. Datasets of varying evolutionary rate were evolved according to either the topology of the “known” tree or a specific variation. Variations include a topology with equal branch lengths, a “radiation” topology with terminal branch lengths ten times longer than all internal branch lengths that would represent a rapid radiation followed by stasis, and a topology in which a strict molecular clock was enforced (created using the randomly ultrametricized option in Mesquite 2.6).

To determine the effect of assuming an incorrectly parameterized model of evolution, 15 datasets of varying evolutionary rate were modeled to each of three evolutionary models that incorporate an increasing number of parameters. The first model incorporates only nucleotide frequencies and is equivalent to the Jukes Cantor (JC) model. The second model (GTR) includes nucleotide frequencies and a general time reversible rate matrix for nucleotide change. The third model (GTR + I + G) includes nucleotide frequencies, a general time reversible rate matrix for nucleotide change, the proportion of invariable sites and a gamma shaped distribution of site rate variability. To determine the effect of topology, 15
datasets of varying evolutionary rate were modeled upon the four topological variations described above using the GTR + I + G model. Overall, a total 90 simulated datasets were created and each one was analyzed separately. See Table 1 for a complete description of each simulated dataset.

2.3. Data collection

Our “known” phylogeny was completely sampled for eight of the 12 genes while four genes (BDNF, 18S, 28S, and RAG-1) were missing one or more taxa (Appendix A). Several sequences available on Genbank were removed because they were either too short or were likely pseudogenes. We defined a primary species for each OTU and if this primary species did not have the necessary sequences we substituted sequences of closely related taxa. Because we measured average corrected sequence divergence for each gene, using different individuals or species for each taxonomic unit in the study is not likely to compromise our results.

Sequences were aligned in Mega 4.0 (Tamura et al., 2007) using default parameters. All ambiguously aligned regions were removed prior to analysis (in frame for protein coding genes) and we limited the size of each fragment to 750 base pairs (bp). Sequences were standardized by removing portions of the 5’ and 3’ end because it is within the range of sequence lengths commonly used in phylogenetic analyses and it is suspected that branch support is dependent on the amount of data (Aguileta et al., 2008; Jermiin et al., 2005). For most genes, equal sized fragments were used for all OTUs, but in a few cases we included partial fragments (>375 bp) if complete sequences were not available.

We calculated the corrected pairwise sequence divergence for each taxon pair and each gene using uncorrected p, Kimura 2 parameter (K2P), and Tamura–Nei with gamma distributed rates among sites in MEGA 4.0. We then calculated the average pairwise divergence and standard deviation for each node for each gene by averaging all terminal taxa pairs. For example, if four taxa had the relationship (A B)(C D), the average pairwise divergence at the ancestral node was calculated by averaging the divergences observed between A–C, B–C, A–D, and B–D.

We ran a Bayesian phylogenetic analysis for each dataset (natural or simulated) using MrBayes 3.1.2 (Huelsenbeck and Ronquist, 2001; Ronquist and Huelsenbeck, 2003) with the following parameters: nst = 6, rates = invgamma, ratepr = variable, statefreqpr = dirichlet (1, 1, 1, 1) and unlinked gamma shape parameters. For protein coding genes, each codon position was analyzed separately during analyses. We chose to use the GTR + I + G model for all genes because MrModeltest (Nylander, 2004) returned this model for 11 of 12 genes (using the Akaike Information Criterion) and model over-parameterization should not negatively affect the analysis (Castoe et al., 2004; Lemmon and Moriarty, 2004). Each analysis included six chains, sampling every at 1000 generations, and was run for at least 7,500,000 generations (default parameters otherwise). Stationarity of the analysis was determined by examining the standard deviation of split frequencies (<0.01) and –ln likelihood plots in AWTY (Nylander et al., 2008). Burnin calculations were conservative, between 2.5 and 5.0 million generations. To assess phylogenetic performance we used the posterior probabilities associated with each “correct” node (i.e. congruent with the “known” phylogeny) by examining the observed bipartitions in the 50 percent majority-rule consensus tree.

To analyze the relationship between posterior probability and sequence divergence for the natural and simulated datasets, we divided divergence level into six categories with equal sample sizes. We performed a two-sample Kolmogorov–Smirnov (K–S) test to see if there were pairwise differences in posterior probability distribution between the six categories in Systat 11 (Systat Software Inc., Chicago, IL). Finally, we performed a Mood’s median test to see if there were significant differences among divergence categories using Minitab 14 (Minitab Inc., State College, PA).

We also performed a total evidence analysis for all taxa in the natural dataset to determine what effect branch lengths have on phylogenetic reconstruction. Because we were not always able to use the same species per OTU, sequences of secondary species were sometimes deleted for specific genes to enable logical concatenation. We partitioned the analysis by gene and codon position (except ribosomal genes) and used MrBayes’ default parameters except that we constrained the topology (Fig. 1) and reduced the proportion of topology changes (TBR, NNI, etc.) during chain swapping. The analysis was run for 5,000,000 generations (2,000,000 burnin) and evaluated using the same methods described above. We calculated an average posterior probability for each node and regressed it against the branch lengths calculated from the total evidence analysis.

3. Results

3.1. Natural datasets

Pairwise divergences within genes ranged from 0.000 to 2.93 substitutions per site (based on the model of substitution, Table 2) and node standard deviations ranged from 0.0 to 0.152. The different correction measurement models yielded very similar patterns (the divergence being scale of divergence axes), so only K2P corrected distances are presented in the following figures. Posterior probabilities for correct nodes ranged from 0.0% to 100% (Table 3).

The relationship between sequence divergence and posterior probability for all genes recovers an optimal range of divergence (Fig. 2). Specifically, sequences that were either too divergent or too similar recovered lower average posterior probabilities for correct nodes. Analyses using mitochondrial protein coding genes (there was little observable difference between the combined protein vs. divergence and the mitochondrial protein vs. divergence plots, so only one is reported) found an optimal K2P corrected sequence divergence of approximately 0.07 and recovered the correct topology with highly similar sequences. Analyses using nuclear protein and ribosomal genes showed an unexpected lack of any relationship that may be more an artifact of low sample size that the true pattern.

The standard deviation of node divergence was positively correlated with average K2P corrected pairwise divergence for ribo-

Table 1 Descriptions of how simulated datasets were modeled as well as results of statistical tests.

<table>
<thead>
<tr>
<th>Simulation category</th>
<th>Simulation model of evolution</th>
<th>Simulation topology</th>
<th>Number of significant K–S tests</th>
<th>Results of Mood’s median test (df = 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JC</td>
<td>JC</td>
<td>Known</td>
<td>6</td>
<td>$\chi^2 = 119.66, P &lt; 0.000$</td>
</tr>
<tr>
<td>GTR</td>
<td>GTR</td>
<td>Known</td>
<td>5</td>
<td>$\chi^2 = 61.46, P &lt; 0.000$</td>
</tr>
<tr>
<td>GTR + I + G</td>
<td>GTR + I + G</td>
<td>Known</td>
<td>4</td>
<td>$\chi^2 = 36.39, P &lt; 0.000$</td>
</tr>
<tr>
<td>Equal</td>
<td>GTR + I + G</td>
<td>Equal</td>
<td>4</td>
<td>$\chi^2 = 59.23, P &lt; 0.000$</td>
</tr>
<tr>
<td>Radiation</td>
<td>GTR + I + G</td>
<td>Radiation</td>
<td>4</td>
<td>$\chi^2 = 28.80, P &lt; 0.000$</td>
</tr>
<tr>
<td>Ultrametric</td>
<td>GTR + I + G</td>
<td>Ultrametric</td>
<td>2</td>
<td>$\chi^2 = 25.74, P &lt; 0.000$</td>
</tr>
</tbody>
</table>
some, protein, and combined data (Fig. 3), meaning that genes with high levels of divergence recovered higher levels of heterochrony. The posterior probability associated with a node was significantly higher levels of divergence recovered higher levels of heterochrony. We also tested whether the posterior probability medians among divergence groups differed using a Mood’s median test (\(\chi^2 = 16.47, df = 3, P < 0.001\)) to the node’s standard deviation for all datasets (Fig. 3), reaffirming the notion that high levels of heterochrony lead to reduced phylogenetic performance (Harrison and Larsson, 2008).

When the results for all genes were combined, K–S tests found four out of 15 significant pairwise differences among distributions (0.003 < \(P < 0.05\); Table 4) after sequential Bonferroni corrections (\(P < 0.003\)). We also tested whether the posterior probability medians among divergence groups differed using a Mood’s median test (\(\chi^2 = 20.03, df = 5, P = 0.001\)). For the protein coding dataset, six of the 15 significant pairwise differences (K–S test; \(P < 0.003\)) differed significantly between one another, and the group medians also differed significantly (Mood’s median test; \(\chi^2 = 29.43, df = 5, P = 0.000\)). Interestingly, the posterior probability distributions and medians (Moods median test; \(\chi^2 = 1.54, df = 3, P = 0.673\)) for the ribosomal dataset and the nuclear protein dataset (K–S test; all \(P > 0.8\); Mood’s median test; \(\chi^2 = 1.19, df = 4, P = 0.879\)) did not significantly differ, although it is important to note that the sampling was limited for these datasets.

There was a significant positive relationship between branch length and posterior probability (Fig. 4). Due to the long branch length of snakes we tested whether snakes were biasing the results, but found that, the significance of the relationship between branch and posterior probability also exists when snakes were excluded (\(F = 6.05, df = 24, r^2 = 20.8\%, P = 0.022\) with snakes; \(F = 11.97, df = 23, r^2 = 35.2\%, P = 0.002\) without snakes).

### 3.2. Simulated datasets

Simulated datasets recovered the same relationship between posterior probability and sequence divergence as the “known” phylogeny (Fig. 5), although the pattern is shifted in different directions. For example, analyses using the datasets produced by JC (A) and GTR (B) models of evolution recovered a broad range of divergences that had high corresponding posterior probabilities. Analyses of the GTR + I + G (C) and ultrametric tree (F) produced a pattern most similar to the one observed in the natural data. The equal branch length dataset analyses recovered the highest level of phylogenetic support across divergence levels, while analyses of the radiation dataset showed the lowest support levels. K–S tests and Mood’s median tests (Table 1) found that the relationship is
Fig. 2. Posterior probabilities of correct nodes at different levels of corrected sequence for the natural dataset. Data are presented using boxplots where the center is the median, box edges are the first and third quartiles, and stars are outliers. (A) All genes combined, (B) mitochondrial protein coding genes, (C) ribosomal genes, (D) nuclear protein coding genes.

Fig. 3. Relationship between posterior probability, standard deviation of corrected sequence divergence, and mean divergence of each node for ribosomal genes, protein encoding genes, and all genes combined for the natural dataset.
Table 4
K-S pairwise comparison results (P-values) between divergence groups for both the mitochondrial protein dataset (top right, bolded) and complete dataset (bottom left).

<table>
<thead>
<tr>
<th></th>
<th>0.07</th>
<th>0.19</th>
<th>0.24</th>
<th>0.29</th>
<th>0.35</th>
<th>0.45</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.832</td>
<td>0.001</td>
<td>0.002</td>
<td>0.000</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>0.12</td>
<td>0.041</td>
<td>0.006</td>
<td>0.007</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.21</td>
<td>0.040</td>
<td>0.607*</td>
<td>0.961</td>
<td>0.640</td>
<td>0.640</td>
<td>0.640</td>
</tr>
<tr>
<td>0.27</td>
<td>0.301</td>
<td>0.002*</td>
<td>0.040</td>
<td>–</td>
<td>0.640</td>
<td>0.999</td>
</tr>
<tr>
<td>0.33</td>
<td>0.196</td>
<td>0.000*</td>
<td>0.005</td>
<td>0.781</td>
<td>–</td>
<td>0.832</td>
</tr>
<tr>
<td>0.44</td>
<td>0.195</td>
<td>0.000*</td>
<td>0.000</td>
<td>0.780</td>
<td>0.440</td>
<td>–</td>
</tr>
</tbody>
</table>

significant for each simulation category. This suggests that an optimal level of divergence exists regardless of the assumed model of evolution or topology, although the optimal ranges of genetic divergence as well as median posterior probabilities are different across the six simulations.

4. Discussion

We sought to determine whether one simple criterion, sequence divergence, can reasonably guide gene choice in phylogenetic across a broad scale. Using both natural and simulated datasets, our results show that certain levels of sequence divergence are better at recovering correct phylogenetic relationships than others. Analyses using simulated datasets did not recover the same optimal range of divergence as the natural datasets, but this is most likely due to the simulated datasets not accounting for many realistic facets of molecular evolution. Posterior probabilities of 0.0 percent for “correct” nodes were recovered across all levels of divergence in the natural dataset, so while the sequences at a node may be within the optimal range of sequence divergence, this does not ensure strong support for the correct relationship.

Combining mitochondrial, ribosomal and nuclear genes, we found an optimal divergence range of approximately 0.12-0.21 K2P corrected (0.09–0.18 uncorrected p, 0.14–0.26 T–N gamma corrected) substitutions per site for the natural dataset. Interestingly, posterior probabilities for correct nodes declined more precipitously with greater divergence from the optimal range than with less divergence. We also analyzed the data by gene category: ribosome, nuclear protein, and mitochondrial protein. Protein coding genes, especially mitochondrial ones, recover high support for correct relationships even when divergence levels are very low (0.05) and work best at K2P corrected divergences under 0.20 (0.19 for uncorrected p, 0.28 for T–N gamma corrected). This is in sharp contrast with ribosomal genes, which recover similar support values for correct nodes at all divergence levels tested (0.005–0.25 K2P). A dataset that spanned more evolutionary time and incorporated more taxa will be necessary to better understand the relationship between sequence divergence and nodal support for ribosomal genes. For nuclear protein genes, a strategy that focuses on organisms with complete, annotated genomes and well-resolved phylogenetic relationships will be necessary.

We used simulated datasets to determine the generality of the observed relationship between posterior probability and sequence divergence seen in the natural dataset. Specifically, we examined phylogenetic performance under differing degrees of model over-parameterization and variations in topology. Neither model over-parameterization nor topology was found to affect the overall pattern. When the JC, GTR, and GTR + I + G simulations are compared, the major difference is in the level of sequence divergence associated with optimal phylogenetic reconstruction between GTR + I + G and the other two models. This is mostly likely due to the incorporation of a specific number of invariant sites in the analysis, which causes some sites to evolve very quickly and become highly saturated at low levels of sequence divergence. This saturation results in an underestimated level of sequence divergence for the GTR + I + G datasets. For datasets where the model of evolution was held constant (GTR + I + G) and the topology was varied, the same relationship between sequence divergence and phylogenetic reconstruction ability was observed, although the pattern is shifted.

We primarily report results using the K2P correction because the results were the same regardless of the correction model (only the optimal range of divergence changes) and since this model realistically accounts for a variable transition–transversion ratio while not over-parameterization (Graur and Li, 2000). We acknowledge that substitutions can accumulate in different manners than those accounted for using the distance methods we employed, and that such differences in evolutionary patterns may affect phylogenetic reconstruction. Yet, even though this was ignored in the natural datasets, the information provided by sequence divergence is strong enough to recover an optimal divergence range. Simulated datasets that vary substitution patterns or other parameters (nucleotide bias, transition/transversion ratio, taxon sampling, sequence length, etc.) should be used to quantify the effects of each parameter on phylogenetic reconstruction. This would help determine how such evolutionary processes affect phylogenetic reconstruction, although such information is usually not known or is difficult to accurately estimate, especially a priori. We feel that our natural dataset approach provides the most applicable and useful estimate of optimal divergence while our simulations show that the observed relationship between nodal divergence and phylogenetic reconstruction ability can be generalized across different topologies and models of evolution.

Divergence optima for phylogenetic reconstruction occur for a variety of reasons. Besides the reasons already discussed in the introduction, we found that as the standard deviation of the pairwise sequence divergences at a node increases (i.e. molecular clock violations or heterochrony), the average posterior probability decreases (Fig. 3). Previous researchers have documented that strong deviations from a molecular clock reduce the effectiveness of most phylogenetic reconstruction methods (e.g. Felsenstein, 1983, 2004; Rzhetsky and Sitnikova, 1998), so this may be another reason why analyses using highly divergent sequences recover low posterior probabilities for correct nodes.

Beyond the determination of divergence optima, we also observed two notable patterns involving the relationships among posterior probability, topology, and sequence divergence. First, in
the natural dataset, no single gene analyses recovered all of the correct relationships. This is not surprising given the length of evolutionary time (c. 500 million years) that our known phylogeny encompasses and the correspondingly large differences in average corrected divergence associated with each node. This is similar to other findings that single gene trees have a very low probability of fully recovering the true relationships (Cao et al., 1994; Rokas et al., 2003). The problem is further confounded when gene trees do not represent species trees, probably reflected in this study as the low recovered posterior probabilities for “correct” nodes when divergences are optimal (Fig. 2).

Second, we found that several nodes consistently exhibited low posterior probability support values across genes, while others consistently exhibited high support values across genes (Table 3). Interestingly, analyses using some mitochondrial genes recovered strong support for nodes ca. 300 million years old. The poorly supported nodes (<90% PP) were generally “deeper” ones, but not always (e.g. Archonta, Theria, Tetraodontidae). One likely cause is the branch length associated with each node (e.g. Rokas and Carroll, 2006; Wiens et al., 2008). Snakes were both included and excluded because of an unusually long branch length, most likely due to their unusually rapid mitochondrial evolution (Castoe et al., 2008; Jiang et al., 2007). We found a significant positive correlation between estimated branch length and posterior probability ($P = 0.022$ with snakes; $P = 0.002$ without snakes) in the natural dataset.

One limitation of this work is that the only phylogenetic reconstruction method we tested was Bayesian analysis, using MrBayes software. Other phylogenetic methods, such as parsimony and maximum likelihood, are commonly used and should be tested.

Fig. 5. Relationship between posterior probability of correct nodes and corrected sequence divergence for simulated datasets. Dataset categories are (A) JC, (B) GTR, (C) GTR + I + G, (D) Equal, (E) Radiation, and (F) Ultrametric.
for optimal sequence divergence. We speculate that maximum likelihood will yield results similar to those of this current study, while parsimony will probably have a lower optimal sequence divergence (because parsimony does not take into account complex models of molecular evolution). Unfortunately, these methods do not have nodal support values that are equivalent to posterior probabilities. Regardless of the equivalence (or lack thereof) between posterior probabilities and bootstrap proportions, several studies have demonstrated a correlation between the two values (Cummings et al., 2003; Erixon et al., 2003), at least under some conditions, so we predict that the overall results would be similar.

Another limitation is taxon sampling, which can have an effect on phylogenetic reconstruction methods (Blouin et al., 2004; Heath et al., 2008; Linder et al., 2005; Pollock et al., 2002; Rannala et al., 1998; Zwickl and Hillis, 2002), although the magnitude of this effect is not agreed upon (Rosenberg and Kumar, 2001). For this study (and in other “known” phylogeny based studies (Bull et al., 1993; Hillis and Huelsenbeck, 1994; Rokas et al., 2003; Russo et al., 1996), taxon sampling is limited. While our “known” phylogeny is limited, there are three obstacles to a more complete phylogeny. First, not all sequences are available for all taxa. Second, and more importantly, we decided that the accuracy of the phylogeny was more important than sampling. For example, the mitochondrial genomes for many other salamanders are available, but some of the relationships are contentious and not supported by data other than gene sequences (Bruce, 2005; Chippindale et al., 2004; Mueller et al., 2004; Weisrock et al., 2005; Wiens et al., 2005), so they were excluded. Third, in order to ensure correct alignments, we restricted our dataset to vertebrates, so even though whole genomes have been sequenced from many other taxa (flies, worms, etc.), these were excluded from the dataset after determining that they introduced too much ambiguity for most genes.

In conclusion, we have demonstrated an optimal divergence for sequences of approximately 0.12–0.21 K2P corrected pairwise distance yield the highest support for correct nodes. Divergences as low as 0.025 and as high as 0.30 also recovered high support for correct relationships, but divergences over 0.30 show a sharp decline in support for correct nodes. However, we cannot determine if different types of gene (protein or ribosomal) as well as where the gene is encoded (nuclear or mitochondrial) may be important factors to take into account. Our natural dataset allows us to draw conclusions for mitochondrial protein encoding genes, but we are reluctant to draw conclusions for nuclear protein or ribosomal genes. For mitochondrial protein encoding genes, it appears that lower sequence divergences are associated with higher support values, with a large drop in posterior probability at K2P corrected divergences over 0.20 (0.19 for uncorrected p, 0.28 for T–N gamma corrected). Simulated datasets exhibited the same relationship between sequence divergence and phylogenetic reconstruction ability regardless of topology or model of evolution adequacy. This information has the most utility for relationships that are difficult to resolve, but can also be used for project design to ensure that sequence data are as informative as possible. Future work on combining genes (i.e. supertrees) that evolve at different rates so that nodes are weighted towards more optimally divergent levels could also greatly help evolutionary biologists get the most correct information from their data while minimizing confounding information.
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